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Abstract

There are a great variety of systems that control agents using
models of human behavior. However, often times agent ac-
tion is still a reflection of the system designer’s expectations
and desired outcome. But, how would agents behave if they
had an identity similar to a human? What goals would be
formed and how would those goals be realized as actions?
We would like to produce agent behavior using these ques-
tions as guidance for our work. To this end we investigate
how long-term autonomy is influenced by an agent’s identity
and how these findings can be used to direct the behavior of
artificial agents. For our system la VIDA, first we will create
a model for human identity and ultimately integrate it with a
Goal-Driven Autonomy (GDA) system at the drive level.

Introduction

There are a wide range of approaches and frameworks used
to generate behavior for autonomous agents. One such ap-
proach is called Goal-Driven Autonomy (GDA). GDA sys-
tems use drives, which are more abstract than goals and en-
capsulate a general purpose or direction for the agent’s ac-
tions (Mufioz-Avila 2018). Many GDA systems are devel-
oped to address highly specialized problems and thus sim-
ply formulate and manage goals from pre-assigned drives.
We are interested in GDA systems from the perspective
of agents that are autonomous and develop their drives in-
ternally from experiences, memories, impressions, and so
forth. In short, our interests lie with agents that are intrinsi-
cally motivated to fulfill goals according to an inner sense of
purpose. For this research we will design and build an iden-
tity profile, i.e. a representation of a mental identity taking
inspiration from the human psyche. We will also investigate
the connection between long-term autonomy and identity in
humans. Our findings will be implemented in the Value and
Identity Driven Autonomy system, i.e. la VIDA, to gener-
ate the behavior of artificial agents.

Motivation

Our work has a wide application scope. To test our system,
la VIDA, we have developed the use-case which involves
an interactive virtual reality (VR) scenario between a non-
player character (NPC) and human agent. The NPC’s behav-
ior should be consistent with its identity profile and aid in the

scenario’s immersive experience. However, it is not difficult
to imagine other situations in which our research could be
useful. It might be used for generating agent behavior in sim-
ulations for video games, space exploration mission critical
training, development and preparations in medicine, and ed-
ucation and virtual workplaces. Other applications include
modeling the goals and actions of agents with a particular
identity profile.

Current Behavior Approaches

There are a myriad of techniques for generating agent behav-
ior, much more than could be covered in this short review.
This summary will only produce a non-exhaustive list of
broad categories in which many techniques fall into. These
categories include: goal-directed, behavior trees, automaton,
domain-independent planners, and hybrid systems.

An agent whose behavior is goal-directed is one who de-
termines the goals it would like to achieve and the state of the
world where those goals will be true (Muifioz-Avila 2018).
The motivation to bring the world to a specific state is the
drive of the agent. An agent may have a certain overarch-
ing goal that can be decomposed into to many simpler goals.
These simpler goals may be fixed, but in a dynamic world
new goals will need to be generated and achieved over time.
Examples of this system type include the Goal Generation
Management framework (GGM) (Hanheide 2010) and Goal
oriented action planning (GOAP) (Orkin 2004).

A behavior tree (BT) is a data structure which arose from
the gaming community’s need for structures that were intu-
itive and robust (Iovino et al. 2020). BTs provide a direct
and simple way of describing actions that a agent is capa-
ble of doing. The structure is a graph with compound tasks
that decompose into smaller task subtrees (Winter, Hayes,
and Colvin 2010). Task execution is processed bottom-up,
completing component tasks to achieve the compound task.
The Component Reasoner (Dill 2011) and an evolutionary
behavior tree system (Nicolau et al. 2017) fall into this cate-
gory.

Finite State Machines (FSM) are one of the earlier tech-
niques used to control agent behavior and are ubiquitous in
video game development. To execute an action and transi-
tion to a new state, an FSM must know its current state, this
is accomplished by continually monitoring the environment.
FSM are very useful for their highly reactive nature and the



degree of control they give designers over the action and
state space (Antimirov 1996). An environment may poten-
tially have an infinite number of states, but a finite subset
of those states are encoded as nodes of the FSM. When one
of those states is recognized, a finite set of actions may be
performed when in that state. Examples are classic deter-
ministic FSM and a system using behavioral programming
with probabilistic automata and personality by Chittaro et al.
(Chittaro and Serra 2004).

Planning is a popular technique for controlling agents,
particularly characters in video games. Most techniques
used by game developers are some variation on search plan-
ners. The planners will normally be paired with a heuristic
function that can incorporate some important consideration,
e.g. plan construction time, as a way of ordering plans from
least to most desirable (Wilkins 1984). A wide variety of
STRIPS style and HTN planners have successfully been ap-
plied to agent control.

The last category is reserved for techniques that don’t fit
neatly into the above groups. One such system is the hier-
archical task network and behavior tree hybrid planner de-
veloped by Neufeld et al. (Neufeld, Mostaghim, and Brand
2018). This planner combines the reactivity of behavior trees
(BT) with the long-term strategizing of hierarchical task net-
works (HTN).

Research Goals

This paper describes early conceptual work, and our thesis
is to implement preliminary work for la VIDA. Following is
a discussion of our current research goals.

1. Can la VIDA use its input to formulate
non-trivial, decomposable, relevant, and achievable
goals?

This research goal describes the requirement that the goals
generated are both non-trivial and relevant within context
and a sequence of such goals can lead to the scenario be-
ing completed. For example, if one of the agent’s drives is
to “stay alive”, it could be a correct but trivial goal to re-
main standing in a safe starting location. The goals should
be achievable in that it is possible to plan for and execute
them in the given environment. Finally, goals should be ab-
stracted i.e. they shouldn’t be terminal actions such as those
sequenced by the planner.

2. If la VIDA generates a behavior sequence from
a la VIDA formulated goal, can an agent
autonomously execute the behavior sequence to
achieve the goal?

This research goal is related to the first one, but emphasizes
that goals should not be strictly theoretical; there must be
a problem definition and environment for which the goals
can actually be executed action by action. In addition, this
action sequence should be achievable by the agent without
any external interference.

3. Is the behavior sequence when executed by an
agent realistic and consistent with its identity
profile?

The final research question relates to the quality of the be-
havior sequence. Assuming it is valid and achievable, is it
also believable? Meaning, is it consistent with norms and
expectations that humans have regarding behavior result-
ing from certain beliefs, roles, and personalities? This re-
search goal is not considering the correctness of the action
sequence, but instead how it might be perceived by other
agents and if those perceptions are in line with the agent’s
identity profile.

System Overview

la VIDA is made up of a collection of sub-systems, its chief
functionality is to produce behavior sequences for a single
agent via goal reasoning and planning in response to its iden-
tity profile and environment. la VIDA departs from other au-
tonomy frameworks in that it focuses on the agent’s mental
and personality profile opposed to arbitrary drives specified
by a system operator.

The first phase of processing involves the goal formu-
lation module where drives and core goals are identified.
The next phase involves interleaved planning and goal man-
agement. This planning includes strategic planning and also
planning for each of the abstracted goals. The final phase
determines how the terminal goals will be performed in the
environment, executes those goals, and returns state infor-
mation to la VIDA. Processing is not necessarily sequential
and phases can be revisited as necessary. Following is a brief
explanation of each system component. Figure 1 shows the
basic components and how they interact with each other.

Core Goal
Formulation

Goal Management

Strategic Plan Reactive Plan

Plan Execution

Virtual World

Figure 1: la VIDA Overview

Core Goal Formulation From a structured scenario and
agent description la VIDA will formulate one or more core
goals. Where a core goal is related to fulfilling an integral
drive of the agent. As an example, if an agent is working
for an airline in the new flight reservations department as a
booking agent, a core goal could be to help each customer
reserve new flights while behaving in a professional manner.
Using the description which will include a role for the agent



with la VIDA’s commonsense knowledge base, one or more
core goals will be identified.

Goal Management While core goals should change very
little, because they are integrally linked to the agent’s men-
tal and personality profile, subgoals may change often. Sub-
goals may change as a result of feedback from the envi-
ronment or replanning. It is the goal management compo-
nent’s job to decompose core goals into subgoals and order
those subgoals for the planner. Subgoals may be eliminated,
added, deactivated or activated; each subgoal is given a pri-
ority value that also is subject to modification. The subgoals
are eventually sent to the planner to be assigned a solution
sequence. The solution sequence is an ordered list of actions
that can transform the initial state into the goal state.

Strategic Plan The strategic plan also called a long-term
plan is responsible for achieving goals over a sequence of
actions. It is capable of making plans for subgoals that will
be achieved in the somewhat distant future. Typically strate-
gic plans aren’t concerned with minute details and instead
are are more abstracted than a reactive plan.

Reactive Plan The reactive plan is made of low-level ac-
tions assigned by the planner as the agent interacts in the
world. By low-level actions we mean actions that can not
be further decomposed and may directly be executed. These
actions exist within the context of the strategic plan.

Augmenting Plans with Personality Traits and Emotions
The agent has a mental and personality profile which is taken
into account in the formulation of core goals and the reac-
tive plan. Actions of the reactive plan may be augmented
with tags that impact which animation, voice, or facial ex-
pression is ultimately selected when the action is being exe-
cuted. We classify emotions according to the Ekman model
of emotions which include: happy, sad, angry, fearful, dis-
gusted, and surprised (Ekman 1993).

Common Sense Knowledge Base [a VIDA will have ac-
cess to a knowledge base similar to the commonsense
knowledge graph (CSKG) ATOMIC-LIGHT knowledge
base (Ammanabrolu et al. 2021). This knowledge base is
a vast collection of common sense information and non-
specialty knowledge that many humans may have. This will
allow la VIDA to put the structured scenario and agent de-
scription into context. For instance, if the knowledge for a
role is absent from the knowledge base, then la VIDA may
not be able to formulate a core goal, and ultimately will not
be able to generate any agent behavior. We may consider in-
tegrating functionality to add to the knowledge base or oth-
erwise extending /a VIDA dependence on a CSKG for this
research or future work.

Virtual World Feedback The scenario is unfolding in
real-time, as are the actions of the agents within it. To take
actions that are effective and realistic, the feedback from the
scenario must be used to update the world state information.
This information is used by the strategic planner as it’s plan
is executed. For instance, if at some point the world state
information deviates too much from the expected state, re-
planning may be necessary. The reactive planner is online

and will constantly use scenario feedback in combination
with the strategic plan to decide its own action sequence.

Agent The agent acts independently in the scenario, i.e.
it’s behavior sequence will be created via single agent plan-
ning. The agent will be able to interact with and respond to
the environment and agents within it, but its actions will not
require coordination. The agent will have one or more goals
that can be decomposed into two or more top level goals.
The agent’s top level subgoals should be independent; those
subgoals will need to be further decomposed so they can be
planned for.

Identity Profile An identity profile is a data structure im-
plemented as a container holding elements of type value,
role, and personality. It is a summary of the most salient
components of an agent’s identity that are relevant to goal
formulation. We will go into further detail about the identity
profile in a system paper.

Usage

To use la VIDA, some assumptions, its input, and its out-
put should be understood. The subsequent sections touch on
each of these topics.

Preconditions

1. The structured scenario and agent description input has
sufficient information for la VIDA to formulate a core
goal.

2. A parent framework or environment manager creates and
maintains the scenario returning accurate world state in-
formation to la VIDA.

3. Input has agent identity profile, scenario keywords, and
planning problem definition.

Input We will determine the input structure and represen-
tation as our system is developed. This representation should
minimally include partitioned elements for the Agent and
Scenario, figure 2 is an example of one approach for struc-
turing the input and the type of data it should hold. Some
element types should only have a single instance such as
Agent, Scenario, and Role; in future work we may increase
the possible number of roles an agent may have. The other
elements can have multiple occurrences, each with their row
number within the parent element appended to their type.
The agent may have multiple personality traits that consti-
tute it’s psychological profile, as well as multiple values that
make up its mental behavior paradigm. Similarly, Scenario
is expected to require multiple elements of each child type
to sufficiently capture its theme and context.



<?xml version="1.0"7>
<Input>
<Agent>
<Role>data</Role>
<Value@>data</Value®>
<Valuel>data</Valuel>
<Personality@>data</Personality@>
<Personalityl>data</Personalityl>
</Agent>
<Scenario>
<Theme@>data</Themed>
<Themel>data</Themel>
<Context@>data</Contextd>
<Context@>data</Contextl>
</Scenario>
</Input>

Figure 2: Sample la VIDA XML input file

Output a VIDA output is a plan that consists of two sub-
plans, one is the strategic plan and the other is the reactive
plan. Both plans are a sequence of actions, where any action
may be augmented with realism tags. The strategic plan is
at a much higher level of abstraction than the reactive plan,
and each action must be further decomposed before it can
be executed. Each element of the reactive plan is a terminal
action and may be executed directly. The strategic plan is
typically generated offline, and modified online in the case
of replanning. The reactive plan is generated fully online as
the agent exists and interacts within the scenario.
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